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Let L denote the maximum propagation delay between a pair of stations and lp denote theaverage packet length (also in bits). The ratio of L=lp is commonly denoted by a. A large value ofL (and thus a) can result from a very long network (in metres) or/and a very high transmissionrate. There is a demand for protocols that are capable of using a �xed fraction of the channelbandwidth regardless of the value of a. We call such protocols capacity{1 protocols. Anumber of capacity{1 protocols have been proposed in the literature [9, 16, 19, 21, 7, 1].The topology used by our network is the same as in fddi, i.e., the dual counter-rotatingring. In normal circumstances, only one of the two rings is used for communication. Conse-quently, we will restrict our presentation to the operation of a single ring.A typical protocol for a ring network consists of two sets of rules: the transmission rules andthe cleaning (packet removal) rules. One way of implementing both parts of the ring protocolis token passing. Most token-based protocols, fddi in particular, give the right to transmitto the token-holding station only. This way only one station can transmit a packet at a time.Moreover, the time spent by the token on passing between stations is wasted. As the relativecontribution of this time to the total operation time of the network becomes larger for longnetworks and/or higher transmission rates, token-based protocols don't have the capacity{1property.2 The distributed cycle protocolThe distributed-cycle protocol, called dcp for short, presented in this section bears some re-semblance to fddi [11, 10, 2]. As in fddi, there is a single special packet circulating in thenetwork. Its role is best compared to the role of special markers or 
ags used in some busprotocols (e.g., in Fasnet [20] or Expressnet [23]) to initiate the so-called transmission rounds.As the most visible responsibility of the station being visited by the marker is to erase from thering all the tra�c arriving from upstream, the marker used in dcp is called the terminator.The terminator is inserted into the network upon startup and is passed around inde�nitely.A station Si receiving the terminator must hold it for an amount of time equal to the value2



of thti, a constant associated with the station.1 While holding the terminator, the statione�ectively removes from the ring all packets arriving from upstream.Assume that the network operates in a slotted manner. Each slot carries two binary 
ags:the standard full/empty 
ag which tells whether the slot carries a payload,2 and the terminatormark, which a station can use to pass the terminator to the next station down the ring. Thering is �lled with slots upon network initialisation. Initially, all these slots are marked as empty(their full 
ags are cleared) and their terminator 
ags are all set to ones (the terminator 
agequal one means that the terminator is not passed within the slot). The terminator is initiallyassigned to one station which will hold it for the prescribed terminator holding interval andthen pass it downstream.Each station monitors the terminator 
ags of all incoming slots to learn when it receives theterminator. The station does it by unconditionally setting the terminator bit in each relayedslot to one, simultaneously reading the previous value of the bit. If the previous value turnsout to be zero, the station knows that it has acquired the terminator and temporarily removedit from the network.The time that elapses between two consecutive arrivals of the terminator at the same stationis constant and the same for all stations. We will denote this time by ttrt which stands forTotal Terminator Rotation Time. The value of ttrt is given by the formula:TTRT = L+ nXi=1 THTiL is the propagation length of the ring and it includes repeater delays caused by all stations.ttrt is expressed discretely in slots and is therefore accurate. By counting the slots passingby, every station can know in which slot it is going to receive the terminator. Consequently,the explicit terminator 
ag carried by the slot header is super
uous. Nonetheless, the presenceof this 
ag makes the protocol more reliable in the face of possible station failures and otherabnormal conditions.Each station is equipped with a counter called the Terminator Rotation Timer (trt) which1Priorities may be implemented by assigning di�erent values of tht to di�erent stations.2Using the terminology of dqdb [9] we will call this payload a segment.3



counts the number of slots passed since the moment the station last released the terminator.This counter is set to zero when the station starts relaying the slot with the terminator.A station holding the terminator logically disconnects the ring. This is accomplished byunconditionally clearing (setting to zero) the full 
ags in all incoming slots. The slot in whichthe station has received the terminator is the �rst slot to be cleared; therefore, the terminator
ag should precede the full 
ag in the slot header.3Assume that the stations are assigned sequential numbers from 0 to n � 1, re
ecting thestations' order on the ring. Assume also (for simplicity) that tht is the same for all sta-tions. Suppose that a station Si has a segment addressed to station Sj. Si is allowed tostart transmitting the segment in the �rst empty incoming slot that satis�es the condition:TRTi � (d� 1)� THT, where d is the number of hops separating the sender from the destination(d = (j � i + n) mod n). Technically, once the trt counter has reached the value required bythe transmission rule, the station unconditionally sets to one the full 
ag in every incomingslot, simultaneously examining the previous contents of this 
ag. If the previous contents werezero, the station knows that it has reserved the slot; then it �lls the slot's payload area withthe backlogged segment.Note that while a station is holding the terminator, it will perceive all incoming slots asempty. Moreover, the value in its trt counter is large enough for a transmission to the mostdistant destination. Therefore, such a station enjoys a temporary privilege in accessing thering. By no means, however, the right to transmit is limited to this station only.Figure 1 illustrates the transmission rule in terms of a space-time diagram for a networkconsisting of six stations. For simplicity, the terminator holding time is equal to one slot perstation. The vertical axis represents time (which 
ows \downward") and the horizontal axiscorresponds to the space covered by the ring medium. The thick vertical segments and slantedarrows mark the slots during which a station is holding the terminator. Note that a stationtransmitting is such a slot (along the arrow) is guaranteed that its segment will make a completecircle through the ring (its path is clear for at least one ring-length). On the other hand, the3This way the protocol can operate without bu�ering any portion of an incoming slot.4



safe transmission distance for a station that does not hold the terminator is proportional to theamount of time elapsing since the moment the station released the terminator. For example,the maximum transmission distance for station S0 transmitting in slot �1 (i.e., in the slot inwhich the terminator is released) is one hop. This distance is determined by the location ofthe thick vertical bar representing the moving disconnection point of the ring. Similarly, in slot�3, station S0 can transmit for three hops and in slot �5, it can transmit for �ve hops.The condition for success: TRT > (d� 1)� THT does not have to be computed dynamicallyeach time its outcome is needed. The values on the right-hand side can be precomputed at thenetwork initialisation stage and stored in lookup tables. If di�erent stations use di�erent valuesof tht, the multiplication should be replaced by a summation.In addition to the cleaning responsibilities of a terminator-holding station, each station isexpected to strip the segments that it transmitted. Assume that all stations use the same valueof tht and station Si transmits a segment at time ts (measured at the beginning of the slotin which the segment has been transmitted). If the terminator was released by the stationat a time later than ts � n � THT, the segment either will not return to the station at all (itwill be stripped by a terminator-holding station preceding Si) or it will return to Si at themoment when the station is holding the terminator. Otherwise, the segment will return tothe station and will have to be stripped explicitly. In the �rst case, the station has no furtherinterest in the segment. In the second case, Si remembers that L slots later, when the slotcompletes its circle through the network and arrives back at the station, its full 
ag will haveto be cleared unconditionally. As a station may transmit a number of segments in sequencebefore the �rst element of this sequence arrives back at the station, it has to maintain a FIFOqueue of slot numbers to strip. A station stripping its own segment from a slot can reuse thisslot immediately to transmit another segment, if the transmission rule (the current position ofthe terminator) allows it to do so.The transmission condition can be simpli�ed by eliminating d and assuming that each packetis addressed to the worst-case destination|the station located immediately upstream of thetransmitter, or even the transmitter itself. This will also simplify the stripping rules as eachpacket will be guaranteed to make a full circle through the ring. Note that this assumption must5



be made for a broadcast packet. Then, the condition for a successful transmission becomes:TRT � TTRT� THT� L.It is possible to implement an unslotted version of the protocol with tht and trt beingactual timers, not just slot counters. The terminator is represented by a special packet, e.g.,similar to the token in fddi, which is passed around by the stations. A station receiving theterminator packet aborts its retransmission and holds it for a prescribed amount of time. Whilea station is holding the terminator, it disconnects the ring and strips all the tra�c arrivingfrom upstream. Packet stripping and frame reuse become now a bit trickier than in the slottedversion, but they still are implementable, assuming a reasonable tolerance of clocks at thestations.4dcp handles synchronous tra�c in a 
exible manner. If a low jitter is the primary criterionfor synchronous tra�c, it is a natural choice to transmit synchronous packets (segments) duringthe terminator visit only, giving them a priority over asynchronous packets. As the terminatorvisits every station at highly regular intervals, this approach o�ers the lowest jitter possible ina ring network.5 A station holding the terminator would transmit asynchronous tra�c only ifthere were no synchronous packets left; additionally, asynchronous packets would be transmittedwithout the terminator. Each station Si has a guaranteed bandwidth for synchronous tra�cthat is equal to THTi=TTRT. Unlike in fddi and dqdb, bandwidth guaranteed for synchronoustra�c, but unused, may be used freely for transmitting asynchronous packets.A higher maximum bandwidth for synchronous tra�c may be obtained by allowing thetransmission of synchronous packets without the terminator|at the possible expense of a non-zero packet loss rate. It can be shown that if the sum of terminator holding times at all stationsis a divisor of L, each station, besides receiving the terminator, gets a \window of opportunity"to transmit synchronous packets at very regular intervals.4An attempt to reuse a stripped packet frame may be preempted by an upstream transmission. Therefore,stations have to recognise collisions|in a similar way as in Expressnet [23].5This jitter is practically zero. Its only source is the variability in the repeater delays.
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3 PerformanceWe used simulation to compare the performance of dcp, fddi, metaring [5] (unslotted andslotted variants), and dqdb. The networks and their protocols were modeled in smurph [13,14]. Each point in a performance curve was produced as an average of four independentexperiments. The number of messages transmitted during a single experiment varied as afunction of the network size, the o�ered load, and the token rotation time; its range wasbetween 200000 and 2000000 messages.Three lengths of a ring were considered: 105 bits, 106 bits, and 107 bits. Assuming a200 km ring, the three propagation lengths represent transmission rates of 100Mb=s, 1Gb=s,and 10Gb=s. In the case of dqdb, the speci�ed length is the length of the dual bus. Thenumber of stations was the same for all networks and equal 32.Two versions of dcp, slotted and unslotted, were implemented, each of the two versionsoccurring in two variants. In variant 1 (denoted by w1 ) a transmitting station did not knowthe number of hops separating it from the packet recipient. In variant 2 (denoted by w2) atransmitting station knew the location of the packet recipient and it could use the more subtletransmission condition. The unslotted variants of our protocol are compared with fddi and theslotted variants are compared with dqdb; both variants are also compared with metaring.The tra�c was uniform with the probability of every pair (sender, receiver) being the same.In the unslotted version of dcp the packet format of fddi was assumed, although the packetlength was �xed|to facilitate frame reuse. The same packet format (with variable payloadlength) was used in the unslotted variant of metaring. Two message length distributions wereconsidered. In one set of experiments, the message length was �xed at 8192 bits. This was alsothe (�xed) packet length (the payload) for dcp. Two values of the terminator holding timewere investigated: 8424 bits (which allowed each station to transmit a single packet) and 33762bits (four packets per station). In the proposed protocol, tht was the same for all stations. Infddi, the above value of tht was translated into the total token holding time by multiplying itby 32 and adding to the propagation length of the ring|to produce the value of ttrt. In thesecond set of experiments, the message length was exponentially distributed with the mean of7



4096. The packet length for dcp (the payload) was 1056 in that case. The terminator holdingtime (token holding time for fddi) was 5128 bits per station.In the slotted implementation of dcp, the slot format of dqdb was assumed. Thus, eachslot consisted of a 384-bit payload and 40-bit header. The terminator holding time (this issuedoes not concern dqdb) was one slot per station. The message length was �xed and equal tothe payload size.In metaring a parameter k is used; its role can be compared to the role of tht in fddiand in dcp. We assumed that the token holding time that allows each station in fddi totransmit one packet per token cycle corresponds to k = 1 in metaring. This assumptionmay be considered unfair to metaring, since this protocol is capable of achieving much higherthroughput when larger values of k are used, as partially illustrated in �gure 4; the additionalthroughput is o�set by an increased risk of starvation [8]. A modi�cation to metaring, whichaims at removing the starvation potential is presented in [3].Figures 2, 3, 4 show the message access delay versus throughput6 for the unslotted variantsof our protocol and compare it with fddi (denoted by f) and metaring (denoted by m). Thethroughput of metaring has been divided by two (the network uses two rings whereas bothdcp and fddi are single-ring networks). The token/terminator holding time was 8424 bits perstation and the message length was �xed at 8192 bits.Figure 4 shows the performance of fddi for two token holding times. Although the maximumthroughput gets larger with increasing ttrt, the message delays stay unchanged. metaringexhibits a similar behaviour: as the �gure shows, its throughput can be pushed by increasing thevalue of k, but then the network becomes starvation-prone [5]. For short networks, metaringperforms very well, even if k is small. For example, the maximum throughput of metaring(k = 1) for the 100Kb ring was 5.22 (the curve is not shown in Figure 2); it was equal to 7.35for the 10Mb ring and k = 500.6Our de�nition of message access delay covers the amount of time elapsing from the moment a messagebecomes ready for transmission (appears on top of the transmission queue) until the last bit of the message issuccessfully transmitted. Our de�nition of throughput excludes packet preambles, headers, and trailers, i.e.,the throughput is e�ective. 8



The same pattern is observed for variable message length. Figure 5 shows the messageaccess delay versus throughput for the 10Mb rings loaded with variable-length messages. Themean message length was 4096 bits and the token/terminator holding time per station was5128 bits.Figure 6 compares the performance of the slotted variants of dcp and metaring withdqdb (denoted by d). To make the comparison fair, the throughput of dqdb (and metaring)has been divided by half. Note that dqdb (in its bus-shaped-as-a-ring topology) uses twice asmuch �bre as our protocol and has two sets of transmitters/receivers per station. The maximumthroughput achieved by the slotted variants of dcp exceeds (marginally) that of dqdb. Thetransmission condition in dcp is ful�lled more often for longer rings. In the 10Mb network, ourprotocol gives practically zero access time for light load which makes it indistinguishable fromdqdb. For the same reason, the di�erence between the two variants of our protocol tends todisappear when the ring becomes long. Note that slotted metaring has serious problems forthis network size. The transmission unit (slot) is much shorter than in the case of the unslottedvariant and the maximum throughput achieved by metaring is low, even though k is very big.Similarly to dqdb, the maximum throughput achieved by dcp doesn't deteriorate withthe increasing propagation length of the channel, but, in contrast to dqdb, our protocol isabsolutely fair. Although it is possible to improve the fairness of dqdb in a number of ways(e.g., see [15, 6, 22, 4, 18]), these methods are usually quite involved and based on a feedbackmechanism, whose performance depends on the propagation length of the network.Real-life applications seldom involve uniform tra�c patterns. Thus, it is important toinvestigate the performance of mac-level protocols for other patterns, such as biased or burstytra�c.The behaviour of our protocol for these two tra�c patterns was examined by simulation.The following network context was used in the reported experiments:� The ring length was 105 bits.� There were 32 stations attached to the network.� All the stations generated uniform tra�c at the same rate. Additionally, three selected9



stations generated non-uniform tra�c of a given type.� The slotted version of the protocol was used.The two tra�c patterns were modelled in the following way:Bursty tra�c: stations 0, 12, and 26 generated tra�c bursts totaling 5� 104 bits (combined)every 105 bits of time. These bursts were made of short, single-packet messages whosereceivers were chosen at random.Biased tra�c: stations 0, 12, and 26 continuously generated additional uniformly distributedtra�c at a combined rate of 1 bit per 2 bits of time.In both cases, the access delay/throughput results were exactly the same as in the case ofuniform tra�c. Thus, the interesting aspect of the protocol behaviour is the variance of meanaccess delays among the stations (depending on their distance from the non-uniform stations).Figures 7 and 8 present the mean access delays (in slots) at individual stations as a functionof uniform tra�c load (the non-uniform tra�c load being �xed at 50%). The numbers in thelegend give the uniform load level, e.g., w40% represents dcp for uniform tra�c generated ata rate of 0.4 bit per bit of time.For comparison, the behaviour of fddi for the same tra�c is also shown. To make theresults comparable, the packet size and form was made identical to the slot format used inwtp. In �gures 7 and 8, the tht used for fddi equals 100 slots (a ttrt of around 15 ms ifthe slot format of dqdb is adopted). The highest load of uniform tra�c was reduced to 0.42,since this was the saturation point for the given parameters.4 SummaryWe presented a MAC{level protocol for a ring network. The protocol is based on passinga token-like special packet whose role is to provide a mobile cleaning agent|the so calledterminator. With our approach, stations are allowed to transmit spontaneously and preempt(or be preempted by) other stations based on a dynamically changed structure of priorities10
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Figure 1: Space-time diagram of dcp for six stations.
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Figure 7: Ring length = 100K, THT = 1 slot, bursty tra�c against uniform load.
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Figure 8: Ring length = 100K, THT = 1 slot, biased tra�c against uniform load.17


