
MODELING ATM NETWORKS IN A PARALLEL SIMULATION ENVIRONMENT:A CASE STUDYP. Gburzynski T. Ono-Tesfaye S. RamaswamyDepartment of Computing ScienceUniversity of Alberta, Edmonton, Canada T6G 2H1Keywords: Parallel simulation, Time Warp, ATM net-works, Protocol modeling.AbstractThis paper describes our experience with implementingan Asynchronous Transfer Mode (ATM) network simu-lator in the high-level sequential programming languageSMURPH [Dobosiewicz and Gburzynski 93], and thenporting it to SimKit|a parallel simulation tool o�er-ing a C++ interface to a shared-memory implementa-tion of the well-known Time Warp [Je�erson 85] con-cept. The work was undertaken as part of the TeleSimproject, which aims to build a set of multi-purpose high-�delity ATM simulation tools for execution in sequentialand parallel environments.1 IntroductionATM is a connection-oriented packet-based switchingtechnology designed for high-speed networks. Designinga simulator for ATM networks is not a well-de�ned task,because ATM is a networking concept rather than a sin-gle networking solution. Owing to the lack of a completespeci�cation, our network model is made up of two dis-tinct components with di�erent requirements: a modelof the generic ATM network hardware, i.e., the hard-ware components like bu�ers, links and switch fabrics,and a model of ATM signaling, which constitutes a well-established part of the ATM standard. [Arlit et. al. 94]have developed a number of realistic tra�c sources andsinks that interface with our model. The simulator cur-rently features{ support for arbitrary switch dimensions and net-work topologies.{ 3 single-stage and 3 multi-stage switch fabrics. Be-cause switches with di�erent switch fabrics imple-ment the same signaling protocol, they can be freelyinterconnected.{ separate bu�ering of cells on CBR, VBR, ABR andUBR connections.

{ support for point-to-point switched virtual channels(SVCs) and permanent switched virtual channels(PVCs).{ usage parameter control (UPC) at all switch inputs.{ support for switch-to-switch virtual paths (VPs).{ extensive switch-level statistics collection.{ support for the explicit forward congestion indica-tion (EFCI) bit in the cell header.{ The routing table used at switches to route connec-tions can be either computed by a built-in function(based on the topology) or supplied by the user.{ Signaling messages may be several cells in length.Segmentation and reassembly of these messages mayhave a signi�cant e�ect on the processing time fora signaling message. Hence, the segmentation andreassembly of signaling messages is modeled. Allsignaling messages are assumed to be of the samesize.{ Signaling messages for a switch are placed in an in-�nite queue and serviced FIFO. This is useful whenthe user is interested in the connection setup delay,for example.{ The signaling protocol does not take into accountlink or node failures. It does not have the ability toset up point-to-multipoint connections.2 Model OverviewTime Warp simulations require that the computation bebroken up into logical processes (LPs) which commu-nicate via time-stamped messages. LPs always executewhichever incoming message has the lowest time stamp,disregarding any need for synchronization. The local vir-tual time (LVT) of the process is set to the time stampof the message being handled. Processes regularly savetheir local state in a saved state vector. A causality er-ror occurs when a message with a lower time stamp thanthe LVT (a straggler) is received. This forces the a�ectedprocess to roll back in virtual time and restore a statesaved before the time stamp of the straggler.We initially implemented a prototype network modelin SMURPH. SMURPH is an object-oriented sequential



simulation language that provides high-level structureslike stations, links and ports. The SimKit C++ inter-face to Time Warp provides two simple base classes: anLP class and an event (message) class. The interfaceis su�ciently general to be identical in sequential andTime Warp-based parallel environments. The mappingof SMURPH objects to SimKit LPs and non-LP objectswas an important issue in the process of porting thenetwork model. Design trade-o�s were needed to main-tain as much of the parallelization potential as possible,while at the same time keeping sequential overheads low:fragmenting the simulation into too many LPs would in-crease the sequential overhead, whereas having too fewLPs would reduce the parallelization potential (considerthe extreme case where the entire simulation is executedby a single LP). The peculiar nature of Time Warp mem-ory also had to be considered: all data that can changeduring the simulation has to be part of an LP's state.Primary objectives in the hardware model design wereextensibility and both good sequential and parallel per-formance. The number of connections in a typical simu-lation run is small compared to the number of cell trans-missions, however, and performance was therefore notthe main goal in designing the ATM signaling model.Instead, we focussed on a reasonably detailed implemen-tation of the ATM Forum signaling speci�cations.Broadly, our model consists of two main kinds of ob-jects: LP objects and switch objects. Every switch objectcreates and manages a number of LP objects. In addi-tion to LPs, switches have a number of constant read-only data �elds, for instance the switch's LP interconnectstructure. Statistics are variable data and are thereforecollected by LPs.The model is made up of links, tra�c sources/sinks(TSSs), end nodes and switches. Links are bidirectionaland connect switches with switches and switches withend nodes. Each end node is connected to a switch bya single link; and every TSS is associated with at leastone end node (one way to understand this is to view theend node as a workstation with an ATM card and theTSS as the application software running on it).The cell transfer phase is the main simulation phaseduring which connections are set up/cleared, cells aresent/received, and statistics are collected. The resultof a connection setup is that the input port switchingtables along the call route are updated and that the net-work layer of every node along the route keeps track ofresources allocated for the call.There are two basic connection types in ATM-TN:permanent virtual circuits (PVCs) and switched virtualcircuits (SVCs). To establish an SVC, a tra�c sourcemust request a call setup by sending a message to thenetwork layer of its end node. A tra�c source can send

cells on an SVC only if the connection setup requestis successful. Resources for PVCs are allocated duringmodel initialization. A tra�c source can send cells on aPVC at any time.3 Switch Hardware ModelThe LP classes are input LPs, output LPs, fabric LPsand signaling LPs. ATM cells are SimKit events sentfrom LP to LP.The input process makes the switching decisions.When a cell arrives at an input LP, it looks up the cell'sVPI/VCI values in a switching table, changes the cell'sVPI/VCI �elds if necessary, and tags the cell with theoutput port index and the connection's quality of service(QoS) class. If the cell does not conform to the connec-tion's tra�c descriptors, its loss priority bit (CLP) is set.Depending on the cell's tag and the switch's (read-only)interconnect structure, the cell is sent either directly tothe output LP, to a fabric LP (for example, a sharedbu�er), or to a signaling LP (if the cell arrived on a sig-naling channel). The output LPs bu�er cells if necessaryand then send them to the input LP on the other end oftheir link.
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Figure 1: `Perfect' SwitchWhile the use of input LPs decreases performance,it adds 
exibility to the model. In particular, it al-lows switches to operate completely independent of eachother: a switch need not know anything about the in-ternal structure of the switches it is connected to. Notethat in this model, signaling cells are treated just likeany other cell by the input, output and fabric LPs. Thismeans that to experiment with di�erent signaling pro-tocols, the researcher only needs to modify the signalingLPs.All switch models use the same generic bu�er archi-tecture. Each bu�er consists of four FIFO queues, oneFIFO for each of the four tra�c classes CBR, VBR, ABR



and UBR. Each FIFO has three parameters that can bespeci�ed independently: the size, the CLP=1-thresholdand the EFCI-threshold. The CLP=1-threshold speci-�es the FIFO occupancy level beyond which cells withtheir CLP bit set (i.e., low-priority cells) are dropped.The EFCI-threshold speci�es the occupancy level be-yond which the EFCI bit of bu�ered cells is set. Theorder in which the four FIFOs of one bu�er are servedcan be set to either round-robin or to exhaustive priorityin the order CBR, VBR, ABR, UBR.A brief description of each switch class follows.Perfect Switch. This is a simple single-stage output-bu�ered switch with per-port bu�er memory (�g. 1).The fabric is perfect in the sense that every cell arrivingat an input port makes it to an output bu�er withoutgetting dropped and in constant time. Various realiza-tions are possible for small switch dimensions (say � 16);many of the switches currently on the market �t in thiscategory.
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Figure 2: Shared Bu�er SwitchShared Bu�er Switch. This is a single-stage switchwith a shared bu�er fabric (�g. 2). The shared bu�eris modeled by a single LP. Like all our switch models,the switch also has bu�ers at the output ports. Everycell arriving at an input port is �rst sent to the sharedbu�er and then to its �nal destination (an output portor the control module). Cells are bu�ered in the sharedbu�er if they can't be transferred immediately. The rateat which cells can be transferred from the shared bu�erto a speci�c output port is given by the switch's internaltransmission rate; our model assumes that cells can betransferred to several di�erent output ports in parallel.Crossbar Switch with bu�ers at the crosspoints (�g. 3,[Ahmadi and Denzel 89]). Every cell arriving at an in-put port is �rst sent to the bu�er at the crosspoint ofthe input port and the cell's destination output port.Crosspoint bu�ers associated with one output link aremanaged by one crossbar LP. Cells are bu�ered at thecrosspoint bu�er if they can't be transferred immedi-ately. The rate at which cells can be transferred from
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Output LPFigure 3: Crossbar Bu�er Switchcrosspoint bu�ers to a speci�c output port is given bythe switch's internal transmission rate; the crosspointbu�ers leading to the same output port are served inround-robin fashion. Because there are dedicated out-put lines for each output port, our model assumes thatcells can be transferred to several di�erent output portsin parallel.Multi-stage switches. Because simple switch fabricarchitectures are only scalable within limits, most largerswitches contain banyan fabrics made up of stages ofswitching elements. We implemented multi-stage ver-sions of the switch models by re-using the LP objectsof the single-stage switches and only changing the LPinterconnect structure. We chose an asynchronous self-routing, perfect shu�e delta interconnect structure forthe multistage switches. Delta fabrics are banyan fab-rics with the attractive property that the bits of the out-put port index (the tag) are used for internal routing[Patel 81]. In these switches, internal blocking and cellloss can be avoided or reduced by placing bu�ers in theswitching elements, or by increasing the internal trans-mission rates relative to the external rates.Fig. 4 shows a multi-stage switch with output bu�eredswitching elements. The output bu�er LPs of switch-ing elements are identical to the output LPs at theswitch output ports. A multi-stage shared bu�er switchclass and a multi-stage crossbar switch class were imple-mented similarly: the switching elements use the sameshared bu�er LPs and crossbar LPs as the respectivesingle-stage switches.4 SVC Signaling4.1 Signaling LayersFigure 5 shows the layered structure recommended bythe ATM Forum [ATM Forum 93] for signaling. Weterm the layer associated with the processing of signaling
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CellsFigure 5: ATM Forum UNI Signaling Modelmessages the Network layer because it performs many ofthe functions of Layer 3 of the OSI model. The Service-Speci�c Connection-Oriented Protocol (SSCOP) ensuresreliable delivery of signaling messages to the signalingpeer on the other end of the link. The Service-Speci�cCoordination Function (SSCF) maps the services pro-vided by the SSCOP into services required by the Net-work Layer. The Segmentation and Reassembly (SAR)layer converts signaling messages into a cell stream andvice-versa. The ATM layer deals with switching andscheduling of cells.In order to reduce the complexity due to additionallayers, we combine the Network Layer, the SSCOP andSSCF. This means that each connection has the responsi-bility of ensuring that its signaling messages are reliablydelivered (using timers and retransmissions). Since thesimulator does not model node or link failure, we onlyneed to ensure reliability in the face of message loss dueto bu�er over
ow. However, the stream of cells to andfrom the ATM layer is unchanged as a result of this sim-pli�cation. This simpli�cation has the result of introduc-ing signaling messages that are not speci�ed in the ATMForum signaling protocol. Also, the signaling protocolused at the User-Network Interface (UNI) is the sameas that used at the Network-Network Interface (NNI).Figures 6, 7 and 8 explain the signaling protocol usedat the the UNI and between ATM switches.
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Figure 6: Connection Accepted
DENSEN

CRSETUP/

CRSETUP/

CRSETUP/

CRSETUP/

CR ACK
CALL PROC./

CR ACK
CALL PROC./

CR ACK
CALL PROC./

Q.93b Standard

Model Protocol

RELEASE
COMPLETE/

DARELEASE
COMPLETE/

DA
RELEASE
COMPLETE/

DARELEASE
COMPLETE/

DA

DA ACK

DA ACK

DA ACK
DA ACK

UNI UNI

S1 S2 S3

Figure 7: Connection Refused
4.2 Modeling a LayerEach of the layers in the signaling model is implementedas a SimKit logical process (LP).4.2.1 Modeling the Busy Period of an LPIn order to model the busy period of an LP when a mes-sage is received by it, a busy 
ag is associated with theLP. If the 
ag is set when a message is received, themessage is placed in a queue.When an LP begins processing a message, it sets thebusy 
ag and sends an event to itself. This event willbe delivered after a time corresponding to the duration
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UNIFigure 8: Disconnection Requestof the busy period. Until it is received, any arrivingmessages will �nd the LP busy and will be placed ina queue. At the end of the busy period, the busy 
agis reset and the message at the head of the queue isprocessed as before.4.3 Modeling the Network layerThe network layer maintains state per connection. Sig-naling messages and timer messages are the events thatmove a connection from one state to another. Thus,when an event is received, the connection to which itrefers is found. Given the state of the connection andthe event, a function is called to process the event. Thismakes it easy to for the user to create additional signal-ing messages with very little knowledge of the workingof the model.4.3.1 Connection EntriesThe Network layer at every switch has a table of connec-tion entries that store the information relating to eachconnection. Each connection has a connection entry withan index in the connection table and a connection id.Once a connection is torn down, the free entry inthe connection table may be given to another connec-tion. However, pending messages for the connection justtorn down may be delivered to the new connection. Toavoid this, the messages between NL peers specify con-nection identi�ers and not connection indexes. The NLat each switch generates its own stream of monotonicallyincreasing connection IDs.A mapping between connection id and connection in-dex is maintained, so that once the connection id of amessage at the local NL is known, the connection entry

to which it should be delivered can be found. A map-ping is also maintained between the connection id of theconnection at the peer NL and the corresponding localconnection id.4.3.2 Reducing the Complexity of the SignalingProtocol
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4.3.3 Making the Network layer ReliableThe Network layer is made reliable by using timers andretransmitting signaling messages on expiration of thetimer. However, the timer value must be chosen so thatthe generated cell stream is as close as possible to thatwhen the SSCOP is present.
Call Present

Outgoing
Call Proc.

Outgoing
Call Proc.

Call Present

Timeout ’  =  Timeout / Max

ATM Forum

Model

Timeout’     Retransmission Cnt = Max

Timeout

NULL 

NULL 

Figure 10: Making a Protocol ReliableFigure 10 shows how the state diagram for an unre-liable protocol can be modi�ed to make it reliable. Italso suggests a simple way of deriving the timer valuesin the modi�ed protocol based on the timeout period inthe original protocol and a retransmission count. Thehigher the retransmission count, the more reliable theprotocol will be in the face of message loss. However,there is a lower bound on the setting of the timer; if itis less than twice the link delay, signaling messages willbe retransmitted unnecessarily.Whenever a connection request (CR), disconnectionrequest (DR), connection accept (CA) or Disconnectionaccept (DA) packet is transmitted a timer is started.A given connection can have only one pending timeoutevent. Starting a timer consists of sending a timer eventto itself (the Network LP) with the id of the connectionwhich must receive the timeout event and placing an en-try in the timer queue. This entry consists of a mappingbetween the connection id and the time that the time-out event should be received. The reason for the timerqueue is to make it possible to kill the timer. It is notpossible to delete a SimKit event. So when the time-out occurs, the timer queue is searched to �nd an entrywith the same connection id as in the timeout event. Ifsuch an entry is found, the timeout message is processed.However, if the timer had been killed by deleting the en-try in the timer queue, the timeout message will not beprocessed.

4.3.4 Connection Admission Control (CAC)CAC determines whether a call can be admitted locallyby the switch based on its current con�guration of avail-able resources.As a �rst step, the bandwidth required by the con-nection is calculated using the tra�c descriptor andrequired QoS (this may be di�erent in the forward{source-to-destination{and reverse directions). The func-tion that performs this calculation can be modi�ed atwill by the researcher. At present, this function existsin the form of a stub. Indeed, much ATM research is fo-cussed on a way of satisfactorily deriving the bandwidthrequirements of arbitrary tra�c patterns on the basis ofa supplied descriptor.The next step is to check that bandwidth is availablein the reverse direction on the link or VP that the con-nection arrived on. If it is not, the connection is rejected.The switch then tries to �nd an outgoing link lead-ing to the destination with su�cient forward bandwidth.The list of outgoing links for the destination switch is ob-tained using the local routing table. If the bandwidth isavailable, forward and reverse bandwidths are reserved.Otherwise, the connection is rejected.References[Ahmadi and Denzel 89] H. Ahmadi and W. E. Den-zel. A Survey of Modern High-PerformanceSwitching Techniques. IEEE JSAC, vol. 7 no. 7(1989), pp. 1091-1103.[Arlit et. al. 94] M. Arlitt, Y. Chen, R. Gurski,and C. Williamson. ATM-TN Tra�c Mod-elling. TeleSim Project Internal Report, August1994, 18 pages.[Dobosiewicz and Gburzynski 93] W. Do-bosiewicz and P. Gburzynski. SMURPH:An Object Oriented Simulator for Communi-cation Networks and Protocols. MASCOTS'93,San Diego, CA (1993), pp. 351-352.[ATM Forum 93] The ATM Forum ATM User-network Interface Speci�cation, Version 3.0.Prentice Hall, New Jersey, September 1993.[Je�erson 85] D. R. Jefferson. Virtual Time. ACMTransactions on Programming Languages andSystems, vol. 7 no. 3 (1985), pp. 404-425.[Patel 81] J. H. Patel. Performance of Processor-Memory Interconnections for Multiprocessors.IEEE Transactions on Computers, vol. 30 no. 10(1981), pp. 771-780.


